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Supporting Respectful and Constructive Online Discussion using Moral
Reframing

HYUNWOO KIM, School of Computing, KAIST, Republic of Korea
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Online discussion platforms like Reddit, X(formerly Twitter), and Facebook are some of the most common spaces for people to discuss
and exchange their opinions. However, online discussion spaces can often be filled with hostility, negativity, and toxicity towards
people with different opinions, hindering civil and constructive discussion. In this position paper, we aim to explore the applicability
of moral reframing, a communication strategy of reframing one’s opinion to be aligned with the moral convictions of the conversation
partner, in the context of online discussion. We conducted an interview study with 13 occasional online discussion participants to
understand their perception of moral reframing and the potential challenges of applying the strategy in online discussions. Based
on the findings, we propose that technical support for moral reframing should support understanding the moral frames of other
comments and building one’s own argumentation that aligns with the moral frames identified while maintaining the ownership of
the user in shaping their own ideas. We plan to implement the idea as an interactive system and explore how such a system would
contribute to more civil and constructive online discussions.
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1 Introduction

Online discussions are one of the most common spaces for people to discuss and exchange their opinions on social
issues. By sharing and exchanging opinions, people learn the thoughts and opinions of fellow citizens and form their
own informed opinions on the social issue [7].

However, it is often challenging to have a civil and constructive conversation in online discussions. Instead of
acknowledging others and finding common ground between different perspectives, people usually have polarized
views while expressing hostility towards others. Some existing works from human-computer interaction focused
on designs for exposing diverse viewpoints to the user [8, 13, 14], pointing out the lack of exposure to different
opinions as a leading cause of polarization. On the other hand, recent research has shown that simply increasing
exposure to different viewpoints may backfire to increase polarization [4], which would hinder civil and constructive
conversation. To mitigate that, recent research points out that people’s receptiveness towards different opinions needs
to be improved [11]. For instance, some recent work tried re-expressing the opinions of others using large language
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2 Kim et al.

models to add signals of receptiveness, such as adding some words of acknowledgment, which contributed to more
constructive conversation [2, 10].

In an effort to improve receptiveness towards different opinions, we propose moral reframing as a solution to
support more civil and respectful online discussion. Moral reframing refers to the persuasive strategy in which people
reframe their arguments to be aligned with the moral convictions of individuals with differing opinions [6]. By doing
so, moral reframing acknowledges the difference in moral convictions and the importance of moral values that underlie
people’s diverse opinions and leverages the differences to understand others better and persuade others [6]. A series of
works has shown its effectiveness for changing opinions of the others, especially on politicized issues [1, 3, 5]. However,
there has been less research on supporting people to use moral reframing strategies in online discussion setting.

To investigate how to design technical support for moral reframing to improve online discussion, we first interviewed
13 frequent online discussion participants. In the interview, we explained the moral reframing strategy and asked about
their perceptions of the strategy, how it aligns with users’ motivation for participating in online discussions, and the
right level of technical support in online discussions regarding maintaining ownership over the original comment.
Participants commonly valued moral reframing as a tool to facilitate civil and respectful discussions by enabling them
to think from others’ perspectives, which was the primary motivation for participating in online discussions. At the
same time, they had concerns about how to understand the moral convictions of others from short comments with
some reluctance to give up their moral convictions. They also agreed that the technical support should remain at the
level of assistance while preserving their autonomy in expressing their own opinion. Based on the findings from the
formative study, we propose a set of design considerations to technically support moral reframing in online discussions
to facilitate constructive discussion. We envision that our approach of technically supporting moral reframing could
contribute to positive social technology as a potential approach to support civil and respectful communication between
people with different viewpoints and backgrounds by understanding each other better.

2 Online Discussion Participants Interview

To understand how moral reframing could be applied in the current online discussion space, we conducted formative
interviews. We specifically aimed to understand two factors: a) people’s perceptions of moral reframing and potential
challenges, and b) perceptions of the right level of technical support in online discussions.

We recruited 13 participants who participated in online discussions on social issues at least three times per week for
a 1-hour interview. We recruited the participants using the local university board, X (formerly Twitter), Reddit, Upwork,
and Prolific. Participants’ ages ranged from 19 to 61 and had diverse nationalities, including the US, Kenya, and India.
Participants mainly used Reddit, X, and Facebook as their main channels for participating in online discussions.

2.1 Findings

Here, we report the findings from our interview.

2.1.1 Perceptions on Moral Reframing. P2, P3, P4, P6, P8, P9, P11, P12 and P13 all stated that their main goal is to find
common ground in online discussions, with many of them stating that the online discussion place can be a very toxic
and unconstructive environment. During the interview, we introduced moral reframing as a way of understanding how
other individuals think about the issue and delivering their arguments better to others to reach a consensus. While the
participants were unaware of the term itself, almost all participants feel familiar with the concept, often considering it
as a way of “putting yourself in other people’s shoes” P11. Extending on the experience of taking others’ perspectives,
Manuscript submitted to ACM
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all participants but P5 considered moral reframing as an effective method of understanding others and finding common
ground with them.

However, participants raised some practical concerns about applying the strategy. P10, P12, and P13 pointed out the
difficulty of grasping other people’s morals from a small amount of information available from online discussions, which,
in the case of Reddit, is often limited to the comments and the profile information . In the words of P13, “Connecting
moral frames with arguments might be hard. Even though there are some commonalities, it might be hard to start
the discussion with them.”, we can see that there can be issues in understanding the moral foundations on a deeper,
semantic level.

Furthermore, some participants expressed concern about aligning their beliefs with other people, which might make
them feel like they have lost ownership of the argument they were making. P11 mentioned that using the strategy may
feel like giving up their beliefs too much by saying that they are “Opening a bit too much to the other side”, as well as
saying that “Many times there would be a certain degree to which I have to agree with the other person”.

2.1.2 Perceptions on Ideal Level of System Support. Participants valued the online discussion space as a space for
people to openly and respectfully exchange their views. In that sense, participants expected that technical support,
especially with AI, could positively contribute to online discussion by helping users form more logical arguments with
better-quality writing. For example, people considered AI intervention as useful in the context of refining grammar and
the tone of text (P1, P2, P10, P11), playing devil’s advocate (P7, P11, P13), giving unbiased opinions on an issue (P4,
P9), and providing background knowledge on a topic (P8). However, at the same time, most participants noted that the
opinions shared in the discussion should be the thoughts of the discussion participants themselves and argumentation
support tools should not violate people’s agency in making their arguments.

3 Design Considerations

Based on the interview findings, we propose necessary features and potential design considerations for technically
supporting the moral reframing strategy in online discussions to facilitate more constructive and respectful discussions
in online spaces.

C1. Support identifying and understanding the moral convictions of other discussion participants. When applying moral
reframing, our participants were concerned about how to identify and understand the moral values of others from a
short interaction from the comments. Therefore, we propose that the system should be designed to support identifying
and understanding the moral convictions of others. For instance, the system may present labels of moral convictions in
each comment, along with explanations on how the comment relates to the conviction, to support the user in thinking
about the moral conviction of others. We expect that a technical pipeline could support the identification and analysis of
moral convictions by leveraging existing NLP work for detecting moral values of text [12, 16, 17]. At the same time, we
acknowledge that identifying moral frames requires subjective interpretation, which may lead to presenting erroneous
moral frames to the users. Therefore, the system should also consider potential interactions for the users to mitigate
errors, such as explaining the detection results to enable users to make their own decision on the accuracy.

C2: Provide active support for reshaping users’ arguments into the moral convictions of other discussion participants.

When using moral reframing, we expect that the user will experience challenges in writing appropriate claims and
logic to argue their stance, as they need to develop a new set of claims to align with the moral convictions of others.
Therefore, to support users, we expect the system to support ideating various potential claims to argue their stance.

Manuscript submitted to ACM
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4 Kim et al.

For example, the system could provide suggestions for the users on how to claim their stance on the issue while
considering the moral convictions of their conversation partners, which was shown to be effective in existing work
such as AngleKindling [15]. Furthermore, the system may provide feedback on whether the user’s draft aligns with the
target moral frame to support users iteratively refining the arguments with the moral reframing strategy.

C3: Support in ensuring logical coherence of arguments. Participants commonly considered logically concrete arguments
with factual support essential for high-quality arguments, and they also tried their best to provide logical and factual
arguments when they participated in discussions. When writing arguments with moral reframing, we expect the users
to have more needs and challenges towards developing logically concrete arguments, as users need to think in terms of
moral foundations that are less familiar or even opposed to their own moral convictions. Therefore, to support the
users to produce high-quality arguments, we expect that the system should be able to provide feedback and potential
improvements on the user’s argument in terms of logical coherence, which was shown to be an effective way to improve
argument quality in previous work [18].

C4: Preserve users’ autonomy in shaping arguments. Participants valued online discussion as a space to express their
own opinions and listen to the opinions of other people, expecting the system not to violate the users’ agency to express
their views. Furthermore, when the system tries to align users’ arguments with unfamiliar or even disagreeing moral
values, it may harm their moral integrity, making them reluctant to use the moral reframing strategy [9]. In that sense,
we propose that the support from the system should remain at the level of presenting suggestions and feedback for
reframing their arguments, while the user should take the responsibility of choosing and adopting them to form their
arguments. For example, the system may present suggestions for arguing against the selected comment on demand and
enable the user to adopt tolerable suggestions, rather than directly editing user’s comment such as autocomplete or
automatic fixes.

4 Future Work

We introduced a set of design considerations to support users applying moral reframing to contribute to healthier online
discussions. In future work, we aim to implement this idea into an interactive system and explore the implications and
scalability of this technique on making the online discussion space a more friendly, constructive, and safe environment.
Through our tool, we aim to analyze and quantify the effect that moral reframing as a communication technique has on
the constructiveness and politeness of online discussions. We further envision that the lessons from designing technical
supports for moral reframing could be generalizable to facilitate respectful and constructive communication between
people with different viewpoints and backgrounds. In turn, this would foster a safer online space, which would be a
fundamental step towards leveraging social technologies with the common goal of supporting and augmenting human
flourishing.
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